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Introduction to Slurm

Topics that will be covered:

What is Slurm and why do we need it?

What are batch jobs and how do they differ from interactive jobs?
How do | submit and monitor jobs?

How does Slurm facilitate parallel execution of jobs?

Additional topics, time permitting:

e Caviness: workgroup resource quotas
e DARWIN: working within allocations




What is Slurm and why do we need it?

Given the limited capacity of the wheelbarrow, how does one move the rocks?

A standard menial task: moving rocks.



What is Slurm and why do we need it?

Given the limited capacity of the wheelbarrow, how does one move the rocks?

e Transfer rocks from outside of pile into wheelbarrow
Many unique shapes/sizes, so count per load will vary

e When full, roll wheelbarrow to destination, dump
e Repeat until all rocks have been moved




What is Slurm and why do we need it?

Rocks = the computing tasks that need to be completed
Wheelbarrow = the computer
Foreman = the job scheduler on the computer

If you've used a modern computer, you're familiar:
Operating systems consist of many independent programs executing concurrently
Programs execute on a CPU comprising fewer instruction pipelines than programs
The resource called CPU time is divided and distributed to the many programs

QUESTION: What simple modification can move the pile more quickly?

What sub-component of a modern CPU is associated with an instruction pipeline?
CPU time is associated with each instruction pipeline, so a 32-core CPU runs
32-times faster than real time elapses — real time is called wall time.

ANSWER: add more wheelbarrows



What is Slurm and why do we need it?

e Slurm is a job scheduler that organizes, prioritizes, and executes work
Ajob is a unit of work encapsulating resource requirements and a program
m Resource requirements = the volume/shape/mass of the rock

QUESTION: What are some resource requirements you would expect for
computational jobs?

ANSWER: CPU/cores, memory, time, network bandwidth, scratch storage, ...



What is Slurm and why do we need it?

e Slurm is a job scheduler that organizes, prioritizes, and executes work
Ajob is a unit of work encapsulating resource requirements and a program
o The pile of rocks is a queue of waiting jobs
The scheduler attempits to fill the wheelbarrow optimally by choosing which rocks are
selected for each load
m  FIFO: jobs are selected in same order they were added
[ . job and other attributes factor into selection

QUESTION: What drawbacks are there to FIFO ordering? benefits?

Slurm has a single queue containing all jobs; other schedulers (like Grid Engine or
PBS) offer a hierarchy of one or more queues.

ANSWER: unused resources and delay — large gaps between big rocks that could
be filled with smaller stones; very clear order to selection of a job



What is Slurm and why do we need it?

e Slurm is a job scheduler that organizes, prioritizes, and executes work

e How does the priority queue work?
Job attributes: , CPU count, memory size, time limit, wait time
o Normalize values to range [0,1] across all jobs
m  Some ranges are inversely proportional: larger usage history = lower value
m  CPU count, memory can be made inversely proportional
o  Priority = weighted sum of normalized values
Sort jobs by calculated priority, higher values are better

QUESTION: What kinds of jobs would be favored by inverse proportionality?

ANSWER: Jobs requesting LOWER CPU counts, memory sizes — "small" jobs



What is Slurm and why do we need it?

As jobs are executed, a user's resource usage is aggregated. Time since a job
completed weights its contribution (older jobs = smaller contribution).

123 0.004109

Two top-level tiers with equal shares: "it" and "stakeholders"; four users in "it_nss"
with equal shares

Each stakeholder workgroup on Caviness is given shares equating with investment in
the cluster

Raw usage is the last-calculated aggregate usage; shares weight the fraction of "total
priority" associated with each tier



What is Slurm and why do we need it?

Effective usage
exceeds workgroup
normalized shares..
.but ud_zlab (13.8x)
> ccei_biomass (1.3x)

Relative to ud_zlab, jobs for workgroup ccei_biomass should execute sooner — thus
fairshare is lower



What is Slurm and why do we need it?

® cieg_core usage is
below share..
..S0o fairshare factor is
higher than ud_zlab
and ccei_biomass

Note that an individual user will have unique fairshare factors based on the workgroup

used to submit the job
Also note that an individual's usage under a workgroup increases usage by the entire

workgroup and thus affects fairshare factor for all members



What is Slurm and why do we need it?

e Scheduling prlorlty sum overJob factors
Caviness: 00 (QoS) PF000 (FairShare) + 0x999 (Age)

m Factors being weighted are in range (0,1, so:
e Min priority = 0x00000000 + 03
U Maxpnonty- : X3FFFFO00 + 0%

(] Factors being weighted are in range [0,1], so:
e Min priority = ox00000000 + oxo ;
e Max priofity = oxcoo




What is Slurm and why do we need it?

e Scheduling priority = sum over job factors

e On each scheduling pass, every job's priority is recalculated
Jobs are sorted from high to low priority

pu——
r00n03

QUESTION: Which job executes next? = |

r00n01
nnode=3 ! |
0.1 0.1
pRIORITY QUEUE . . . ‘ x00n00

ANSWER: FIFO would wait for job 1 to finish before starting job 2; but that leaves
nodes unused for the duration of jobs 1, 2, 3, and 6



What is Slurm and why do we need it?

e Scheduling priority = sum over job factors

e On each scheduling pass, every job's priority is recalculated
Jobs are sorted from high to low priority

pu——
r00n03

QUESTION: Which job executes next? = |

r00n01
nnode=3 ! |
0.1 0.1
pRIORITY QUEUE . . . ‘ x00m00

ANSWER: Backfill can override priority to increase active use of resources



What is Slurm and why do we need it?

e Scheduling priority = sum over job factors

e On each scheduling pass, every job's priority is recalculated
Jobs are sorted from high to low priority

QUESTION: Which job executes next?
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What is Slurm and why do we need it?

e Other Slurm terminology: cluster
o cluster: a group of tightly-integrated independent computers
node: an independent computer in the cluster
partition: a filter that limits on which nodes a job can execute
QoS: quality-of-service, an overriding priority-promoting mechanism

partition

r00n03
=D _} r00n02
r00n01

r00n00

Recall that the weight on QoS in the priority formula was the highest weighting value



What is Slurm and why do we need it?

e Query the queue
o Many options, check
the man page
By default, all jobs in
the queue are
displayed

Difference between the first and second = jobs in all states for current user versus
pending jobs for all users



https://gitlab.com/udel-itrci/slurm-output-wrappers.

May be hard to see the difference — the "squeue" has had an "s" prefixed on it
Many of the Slurm query commands can be prefixed with an "s" to get an interactive
"spreadsheet" view.



What are jobs?

Ajob is the computational work to be done — commands that would be
typed at the shell prompt by the user
When those commands are placed in a text file, a shell script has been

created: the basis for a batch job

Shell scripting skills are very useful in crafting and submitting jobs
IT RCl is offering a separate Shell Scripting workshop on Oct 23




What are batch jobs?

A batch job is a program and associated input

data that will be executed at an arbitrary time in
the future.

Matlab is most often used as an interactive program: a GUI is presented, the user
types and clicks to perform tasks. Matlab can also process a sequence of commands
captured in a file, sometimes without any user interaction. The latter is Matlab
operating in batch mode.



What are batch jobs?

The program is a shell script, a.k.a. the batch script
Allinputs to the programs and commands in the batch script must come
from arguments and files

Interaction with the user is not possible

A script that runs without interactive inputs can be run at any time
o This allows the job scheduler to schedule execution, reorder job priority, etc.
Slurm retains a copy of the batch script when the job is submitted

The original script can be edited after the job is submitted..
.but , SO avoid modifying them!




#!/bin/bash -1
#

# Slurm options:
#SBATCH -p idle
#SBATCH ——tim
#SBATCH -

#

# Thanks to --export=NONE, the job has aclean ironment, so we
# software packages to that environment:
vpkg require tensorflow-venv/2024.09.12

job_script.gs

# Run the tf-test.py script in the job's working directory

vorki
python tf-test.py input file 1.yml input file 2.yml

script returned:

IT RCI prefers to use the extension ".qs" on batch scripts to differentiate them from
regular shell scripts



' /bin/bash -
i'/bm pash =4 Run this script in a bash login shell — just
TRt e kRl like the shell the user gets on login nodes.
#SBATCH
#SBATCH
#SBATCH
#

# Thanks to - clean shell environment, so we have to
# softwa E ges to that environmen
orflow-venv/2024.09.

job_script.gs

ipt in the job's w
python tf-test.py input file 1.yml input f

orking directory and save its exit code:
ile 2.yml

mp file that may have been produced:
in ] && rm -f temp file.bin

e for the job is whatever the tf-test.py script returned:

Without the "-I" the environment will not have VALET or Slurm available to the batch
script.



#!/bin/bash -1

#

# Slurm options:
Comment lines prefixed with "#SBATCH" are
options for the job submission: resource

#SBATCH requirements, job name, partition, et al.

#

# Thanks ort=NONE, the j 5 aclean shell environment, so we have t
# software packages to that env
vpkg require tensorflow-venv/2024.09.12

job_script.gs

# Run the tf-test.py script in the job's w
python tf-test.py input file 1.yml input f

orking directory and save its exit code:
ile 2.yml

whatever the tf-test.py script returned:

First occurrence of anything other than a comment line ends parsing of options!!
The --export=NONE is recommended strongly by IT RCI so the job's shell
environment starts from the same state as the login shells.



What are batch jobs?

#!/bin/bash -1
#

# Slurm options:
#SBATCH -p idle
#SBATCH —--time

ort=NONE, the job ha
# software pack to that
vpkg require tensorflow-venv/2024.09.

# Run the tf-test.py script in the job's working direc

python tf-test.py input file 1.yml input file 2.yml Relative paths are with respect to thejob's
e working directory — which defaults to the
# Remove the temp file that may have been produced: dlrectory from which theJOb was submitted.
[ -f temp_file.bin ] && rm -f temp file.bin

# Exit code for the job is whatever the tf-test.py script returned:
exit $rc

A basic tenet of organizing computational work is to associate a job with a directory
that will be that job's working directory; multiple jobs that work on data in sequence
can reuse the same directory.



#!/bin/bash -1
#

# Slurm options:
#SBATCH -p idle
#SBATCH ——tim
#SBATCH -

#

# Thanks to --export=NONE, the job has aclean ironment, so we
# software packages to that environment:
vpkg require tensorflow-venv/2024.09.12

# Run the tf-test.py script in the job's working directory and save its exit code:
python t

The $? in bash is the return code from the
previous command: 0 implies success,
non-zero values are error codes.

for the job is whatever the tf-test.py script returned:

job_script.gs




#!/bin/bash -1
#

# Slurm options:
#SBATCH -p idle
#SBATCH ——tim
#SBATCH -

#

# Thanks to --export=NONE, the job has aclean
# software packages to that environment:
vpkg require tensorflow-venv/2024.09.12

# Run the tf-test.py script in the job's work
python tf-test.py input file 1.yml input

The exit code from the batch script
becomes the job's exit status: 0 = success,
not 0 = failure.

vorki
e |

ironment, so we

ng directory
2.yml

.pt returned:

job_script.gs




How are batch jobs submitted for execution?

you must be in a workgroup shell to submit jobs
Slurm provides the sbatch command

Many command-Lline options for providing:
resource requirements: node, CPU, and GPU counts; memory limits
executing node type: partition, features, hardware specs
ordering: specific start time, inter-job dependencies
o stdio paths: batch script stdin, stdout, stderr redirection to files
o wrap acommand: let Slurm write a simple job script containing the given command

See the man page for more info




How are batch jobs submitted for execution?

-—nodes=# Job should span this many nodes; defaults to 1 _
s-per-node=# Each node gets this many tasks A Slurm task = an MPI rank

Total number of tasks to spread across the nodes; | Non-uniform MPI ranks
defaults to 1

Number of CPU cores associated with each task; OpenMP and hybrid parallelism
defaults to 1

Tasks on each node will be limited to this much --mem=0 requests all memory on the
memory; optional [unit] = K/M/G/T node

Memory limit is calculated as # times total job Easier scaling of MPI program ranks
cpu count on a node; optional [unit] = K/M/G/T

Omitting the [unit] in memory specifications implies megabyte



How are batch jobs submitted for execution?

e Time isaconsumable resource, too!

--begin=<time> Job should not start until after this date/time Delay for data to be ready for d/L
ine=<time> Remove job is it cannot complete before this If job won't be completed by date,
date/time don't run it at all
Job will run no longer than this duration (wall time | Necessary on all jobs
limit); defaults to 30 minutes

Provide a lower bound to the wall time limit, Useful for backfill (flexible wall time
making --time an upper bound makes for easier fit)




How are batch jobs submitted for execution?

e Time is a consumable resource, too!
o Dates/times/durations in various forms

As a time, the given time today or tomorrow (if already passed)
Also acts as a duration

Midnight this day or the next

midnight | noon | fika | t S Specific time of day today or tomorrow; 'fika" is Swedish coffee break (3 p.m.) and "teatime" is
English tea (4 p.m.)

Current date and time plus an offset (in min, hr, day, week)




How are batch jobs submitted for execution?

e GPUs are requested differently on Caviness vs. DARWIN

Caviness currently uses an older version of Slurm:

===

--gres=gpu:<type> Requests one GPU of <type> per node

Requests # GPUs of <type> per node

> = pl00 | v100 | t4 | al00 | a40




How are batch jobs submitted for execution?

e GPUs are requested differently on Caviness vs. DARWIN
Slurm on DARWIN has tighter integration and detection of GPUs

===

——gpus=<type> Requests one GPU of <type> per node

——gpus=<type>:# Requests # GPUs of <type> per node

7100 | amd mi50 | amd mil00




How are batch jobs submitted for execution?

e GPUs are requested differently on Caviness vs. DARWIN

e On both clusters device cgroups are used to limit GPU access
A job requesting 2 of 4 GPUs on the node has 2 specific devices assigned to it
o The other 2 GPUs are not visible to the job
Enumerating devices (e.g. nvidia-smi) Will show two devices
m Indices will be 0 and 1, regardless of absolute index of device
e Physical GPUs 2 and 4 assigned, indices will be 0 and 1
m  Empty CUDA_VISIBLE_DEVICES implies both devices




How are batch jobs submitted for execution?

e |tisthe user's responsibility to match resource quantities to jobs
Over-requesting CPUs, GPUs, or memory
m  User and workgroup will be billed for unused resources
e Debit to allocation on DARWIN
e Decreased priority via unnecessarily-high usage history
m |dle resources could be employed by other cluster users
Inflated time limit
m E.g request 7-day time limit for job that actually needs much shorter period
m Impacts the accuracy, optimality of the job schedule
m Impacts user's own jobs — harder to find large blocks of time in schedule




How are batch jobs submitted for execution?

e |tisthe user's responsibility to match resource quantities to jobs

e BenchmarRing is critical to this responsibility
With any new computational software or method, run a set of representative problems
o Observe peak memory usage versus computational parameters
m  Memory usage will usually vary based on "problem size"
For parallel programs, rerun the same problem while varying CPU count
m Eg12 4 8 16 CPUs on a single node, MPI spanning 1, 2, etc. nodes
m  Analyze scaling of the problem: how efficiently do additional CPUs cut wall time?
The sacct command is helpful (stay tuned)
Every job run is another data point in benchmarking
Workgroups would do well to aggregate, document, and share internally
m Easy for existing — and future — group members to consistently make better choices




How are batch jobs submitted for execution?

We will return to squeue later



How are batch jobs submitted for execution?

standard




How are batch jobs submitted for execution?

er-task=1 --wrap='env'

RM_ (NNODES | NTASK PER_NODE |MEM) ' slurm-28475018.out

PER_NODE | MEM | NODELIST) ' slu

Slurm loves to abbreviate lists that contain repetitive items — which often makes
variable values harder to work with. E.g. SLURM_NODELIST and
SLURM_TASKS_PER_NODE.



How are batch jobs submitted for execution?

er-task=1 --wrap='env'

Slurm adds environment variables to the job shell that indicate the resource
limits — see the man page for a full list.

r01n01 gets 4 tasks
r01n02 gets 4 tasks
r01nl5 gets 2 tasks

Slurm loves to abbreviate lists that contain repetitive items — which often makes
variable values harder to work with. E.g. SLURM_NODELIST and
SLURM_TASKS_PER_NODE.



How are batch jobs submitted for execution?

elist r01n[01-02,15]

)In[01-02,15]); do printf "

r01nl5 gets 2 tasks

st available at: nttps://github.com/University-of-Delaware-IT-RCI/snodelist

Slurm loves to abbreviate lists that contain repetitive items — which often makes
variable values harder to work with. E.g. SLURM_NODELIST and
SLURM_TASKS_PER_NODE.



How are batch jobs monitored?

When submitted, the job id is displayed

o Thejob idis a unique integer that identifies an individual job moving through Slurm
Monitoring active jobs:
o The squeue command can again be used, with the --job-# flag




How are batch jobs monitored?

e When submitted, the job id is displayed

o Thejob idis a unique integer that identifies an individual job moving through Slurm
e Monitoring active jobs:
o The scontrol command summarizes the intrinsic job data

MinTmpDiskNode=
0




How are batch jobs monitored?

e When submitted, the job id is displayed

o Thejob idis a unique integer that identifies an individual job moving through Slurm
e Monitoring active jobs:
o The scontrol command summarizes other things, too: partitions, nodes

TED MaxMemPe

If you omit the partition or node name, all of the item are listed



How are batch jobs monitored?

e When submitted, the job id is displayed
o Thejob idis a unique integer that identifies an individual job moving through Slurm
e Monitoring past and active jobs:
o  Slurm configured to archive job information into a database
m  Necessary for tracking usage history (and calculating job priorities)
o Job information is queried using the sacct command




How are batch jobs monitored?

e When submitted, the job id is displayed

o Thejob idis a unique integer that identifies an individual job moving through Slurm
e Monitoring past and active jobs:

o  Slurm configured to archive job information into a database

m  Necessary for tracking usage history (and calculating job priorities)
o Job information is queried using the sacct command

Job and individual job steps are tracked in
the archive and shown by sacct. Each use of
srun in the job will produce a unique,
numbered step.




How are batch jobs monitored?

When submitted, the job id is displayed
The job id is a unique integer that identifies an individual job moving through Slurm
Monitoring past and active jobs:

Slurm configured to archive job information into a database
UD Clusters ONLY

Just as with squeue, the "%all" field name implies all fields should be included in the
output. See the sacct man page for a description of all fields.



What are interactive jobs?

e A batch job executes without user input at some future time

e Jobs that require user input are interactive jobs
Primary remote process for the job is a Bash shell
o Typical use cases:
m  Benchmarking
m  Jupyter GUIs (web browser with SSH tunneling)
m Matlab, Mathematica GUIs
m Active debugging (e.g. gdb)




What are interactive jobs?

A batch job executes without user input at some future time
Jobs that require user input are interactive jobs
interactive jobs consume resources even when they are doing

nothing
An interactive job ties-up its requested CPU, GPU, and memory resources
o The user (and the workgroup) are billed for the duration of the interactive job
m  NOT just actual computational time
An idle interactive job may be inconveniencing many cluster users




What are interactive jobs?

require mathem
ur

nment
nment

The same options available to sbatch can be used with salloc.



Job parallelism in Slurm

e Two tiers of parallel resource provisioning
A job consists of one or more tasks..
o .with each task encompassing one or more CPUs
Total CPUs = tasks - CPUs-per-task
e Tasks can be split across one or more nodes
CPUs-per-task is limited by physical core count in nodes
e Conceptually equate:
o task = MPI rank (coarse parallelism)
CPU = thread (OpenMP, hybrid)

These concepts are documented in the comment header of our job script templates



Job parallelism in Slurm

e srun: execute a command in the job environment
o Nrtasks copies of the command are executed
Each of the Ntasks copies is restricted to Nepus-per-task CPUs

e  The info.sh script prints the hostname of the compute node followed by the
value of several variables Slurm adds to the job's environment



Job parallelism in Slurm

e srun: execute a command in the job environment
o Nrtasks copies of the command are executed
Each of the Ntasks copies is restricted to Nepus-per-task CPUs

NODE
NODE
NODE

NODE

NODE
NODE
NODE =

:_NODE =




Job parallelism in Slurm

e srun: execute a command in the job environment
o Nrtasks copies of the command are executed
o Each of the Ntasks copies is restricted to Nepus-per-task CPUs




Job parallelism in Slurm

srun; execute a command in the job environment
MPI (with Slurm integration) uses srun to launch ranks

-2/1mp_mpi -in in.nb_md

° The srun command OMITS the node on which the batch step is running;
launches a single task on each remote node, the resulting orted process will
spawn remote ranks



Job parallelism in Slurm

e srun: execute a command in the job environment
MPI (with Slurm integration) uses srun to launch ranks

ip-2/1lmp_mpi -in in.nb_md

Remote orted command spawns all local ranks for the MPI virtual machine



Putting it all together

e Create a directory for the
job
o Plan ahead: organize work
using a directory hierarchy
Input/data files
m  Use symbolic links
when appropriate




Putting it all together

e Create a directory for the
job

e Copy a job script
template

\ared/help/lorem-ipsum. txt

o Resource limits

o Job properties (e.g. name)
Commands to be executed
Use srun to execute
commands in steps with
their own resource
allocation/tracking




Putting it all together

Create a directory for the
job

Copy a job script
template

Submit the job




Putting it all together

Create a directory for the

job

Copy a job script

template

Submit the job

Override resource limits

o Limitsin job script are

overridden by options on
the sbatch command itself

1d]$ cat slurm-28497440.

ut




Putting it all together

Create a directory for the
job

Copy a job script
template

Submit the job

Override resource limits

Thread parallelism
o Python multiprocessing
with Slurm env vars
controlling worker count




Putting it all together

e Create a directory for the
job
Copy a job script
template
Submit the job
Override resource limits ((it_nss

Thread parallelism
o Python multiprocessing
with Slurm env vars
controlling worker count
Technically NOT threaded..

< input-lg.txt'

1d]$ sbatch --cpus-per-task




Putting it all together

Create a directory for the
job

Copy a job script
template

Submit the job

Override resource limits
Thread parallelism
Check resource usage




Putting it all together

Create a directory for the
job

Copy a job script
template

Submit the job

Override resource limits
Thread parallelism

Check resource usage

o Memory usage is captured
periodically
Added a sleep() to Python




Putting it all together

e Create a directory for the
job
Copy a job script
template
Submit the job
Override resource limits . .
Thread parallelism 29515604 standar seris v ot
Check resource usage
Repeat for two-step job




Putting it all together

e Create a directory for the
job
Copy a job script
template
Submit the job
Override resource limits
Thread parallelism
Check resource usage
Repeat for two-step job




Putting it all together

e Create a directory for the
job
Copy a job script
template
Submit the job
Override resource limits
Thread parallelism
Check resource usage
Repeat for two-step job




Putting it all together

e Create a directory for the
job
Copy a job script
template
Submit the job
Override resource limits
Thread parallelism
Check resource usage
Repeat for two-step job

Files differ by 99826 bytes, or 97 KiB. Steps differ by 2272 KiB. Clearly there is a lot
more overhead than just the text size.



Putting it all together

e Create a directory for the
job
Copy a job script
template
Submit the job
Override resource limits
Thread parallelism
Check resource usage
Repeat for two-step job




Putting it all together

e Create a directory for the | :
job
Copy a job script
template
Submit the job B e e
Override resource limits 5 0
Thread parallelism o
Check resource usage

Repeat for two-step job

15000
10000

5000

How much memory would be used by step 0 on g
all 36 CPUs?

Obvious linear relationship between multiprocessing worker count and memory
usage.

1729 (36) + 7904 = 70148 = 68.5 MiB



Putting it all together

e Create a directory for the | =
job
Copy a job script
template

Submit the job
Override resource limits
Thread parallelism
Check resource usage
Repeat for two-step job

How much memory would be used by step 0 on
all 36 CPUs?

Obvious linear relationship between multiprocessing worker count and memory
usage.

1729 (36) + 7904 = 70148 = 68.5 MiB



Seeking help?

e Documentation available in several forms
o --help flag to the Slurm commands
0 man <command>to display Slurm manual pages for commands
IT RCI wiki
m https:.//docs.hpc.udeledu/abstract/caviness/runjobs/runjobs
m  https:.//docs.hpc.udel.edu/abstract/darwin/runjobs/runjobs
e Speak to coworkers who have experience on DARWIN
Try to shepherd your group's computational knowledge from one generation of members
to the next
e Submit questions to the HPC community, hpc-ask@udel. edu
o Usage of particular software, discussion of algorithms, etc.
Anything not related to the cluster hardware




Additional Topics




Caviness: Workgroup resource quotas

e [aculty stakeholders buy-in to Caviness
Subsidized purchase of node, storage resources
o Each stakeholder's total expenditure = fraction of all resources
m  Resource fraction = Slurm workgroup share = scheduling priority weight
e FEach stakeholder gets a workgroup partition
Backed by all nodes of the type(s) purchased

o Aresource quota limits total CPU/GPU count, memory actively used by jobs
Use partition name "_“WORKGROUP_" when submitting jobs




Caviness: Workgroup resource quotas

e Check current resource quota usage
o Defaults to shell's current workgroup
o Arbitrary workgroup can be indicated with "-g" option




DARWIN: Working with allocations

e \Xorkgroups receive a time- and capacity-limited share of resources
A service unit (SU) equates with e.g. CPU-hour, GPU-hour

e Jobs submitted using workgroup W are billed against that allocation

e As jobs are executed:
o Prolog: the total SU required to execute the job is pre-debited from allocation
m  Eg (obtime limit) - (CPU count)
m Insufficient funds, job is denied
o Epilog: the SU usage is adjusted and debited
m  Eg (jobwalltime) - (CPU count)
m Failure due to hardware issues = not debited




DARWIN: Working with allocations

e No workgroup partitions as on

Caviness
Partitions target types of nodes in
BIARVAIN
User must match resource needs of
job to appropriate partition

Partition HW / node

standard

large-mem 5 1024 GiB

xlarge-mem

extended-mem 1024 GiB | 2.8 TB swap

gpu-t4 512 GiB

gpu-v100

gpu-mi50

gpu-mil00 1 1 x Mil00




DARWIN: Working with allocations

e Check allocation status
o  Without "--current-only" full history of workgroup allocations is displayed
o The "--detail" flag shows SU balance for each allocation




DARWIN: Working with allocations

e Check allocation status
The "--by-user" flag shows credits and debits resolved to each group member




